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Major Goals: The accurate and balanced description of ground and electronically excited states is of central
importance in elucidating the optical, catalytic, and energetic properties of molecules and materials. For small
molecules whose electronic wave functions can be qualitatively described by a single-reference configuration, this
problem is largely solved; the coupled-cluster (CC) and equation-of-motion CC hierarchies are powerful methods
for obtaining ground- and excited-state wave functions, energies, and properties. However, when considering more
complex molecules, transition states, or molecular configurations far from equilibrium, static or nondynamical
correlation effects may become important, and standard single-reference approaches can no longer guarantee a
reliable description of the electronic structure.

The standard approach for capturing nondynamical correlation effects is the complete active space self-consistent
field (CASSCF) method. However, because the size of the underlying configuration interaction (Cl) expansion of
the wave function grows exponentially with the size of the active space, the application of Cl-based CASSCF to
large actives spaces is nontrivial. The treatment of large active spaces requires one to either (i) abandon Cl in favor
of some other wave function expansion that scales polynomially with system size or (ii) abandon the wave function
altogether. We adopt the latter strategy, as methods that employ the two-electron reduced-density matrix (2-RDM)
as the central variable (instead of the wave function) have the potential to overcome the scaling problems that
plague CI.

The primary goal of the STTR was to develop an efficient 2-RDM-based library for large-scale CASSCF
computations within the Q-Chem electronic structure package. The library would have access to all of the useful
features developed within Q-Chem prior to this STTR, including effective core potentials and methods for
incorporating solvent effects. Specific efforts toward this goal included:

1. Enhancing computational efficiency of v2RDM-CASSCF through new algorithms that exploit either (i) the
advanced tensor library, libtensor,3 (ii) parallel eigensolvers such as ScaLAPACK or Elemental, or (iii) graphical
processing units (GPUs).

2. Improving convergence in the boundary-point semidefinite solver for the v2RDM problem.

3. Fully integrating the library with Q-Chem so as to have access to its rich set of existing features. The library
should also be compatible with the IQmol molecular visualizer.
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4. Enhancing the capabilities of the software, including analytic energy gradient evaluation for v2RDM-CASSCF,
methods to model excited states, and models for dynamical correlation effects not captured by v2RDM-CASSCF.

Accomplishments: See document uploaded at the end of this report.
Training Opportunities: Undergraduate Student Training:

This STTR supported summer research opportunities for undergraduate student Lauren Koulias. Lauren worked
closely with Pl Eugene DePrince and postdoctoral researcher Wayne Mullinax to develop an implementation of the
v2RDM method that exploited graphical processing units (GPUs). This research opportunity exposed Lauren to
important concepts relevant to large-scale collaborative software development and GPU-based programming,
improving her proficiency as a developer. Lauren defended an Honors Thesis related to this STTR and is currently
a graduate student in Chemistry at the University of Washington

Graduate Student Training:

This STTR has supported Mohammad (Sina) Mostafanejad as a graduate research assistant. Sina worked closely
with Pl Eugene DePrince and postdoctoral researcher Wayne Mullinax to develop an implementation of the
multiconfigurational pair density functional theory (MCPDFT) to model dynamical correlation not captured by
v2RDM-CASSCF. Sina has had the opportunity to present his research in a talk at the National ACS Meeting in
Boston in August 2018, and he will present a poster at the National ACS Meeting in Orlando in the spring. Sina
has also used his experience to develop a proposal for a graduate research fellowship through the Molecular
Sciences Software Institute.

Postdoctoral Training:

The STTR has supported Wayne Mullinax as a postdoctoral researcher. Wayne has gained valuable software
development experience as the primary developer of the v2RDM-CASSCEF library within Q-Chem. He has also
gained valuable mentorship experience while working with undergraduate student Lauren Koulias and graduate
student Sina Mostafanejad. The STTR has also given him the opportunity to travel to collaborate in person with co-
PI Evgeny Epifanovsky at Q-Chem and to attend an NVIDIA Technical Summit in spring 2018.

Results Dissemination: We have submitted two manuscripts to the Journal of Chemical Theory and
Computation. The first manuscript details our implementation of analytic energy gradients for the v2RDM-CASSCF
method in Q-Chem. This implementation improves makes use of the density fitting approximation to the two-
electron repulsion integrals, which facilitates geometry optimizations and harmonic frequency analysis (using finite
differences of analytic energy gradients) on large molecules. A preprint of this manuscript can be found on the
arXiv (https://arxiv.org/abs/1809.09058); this preprint is also included in the supplementary document uploaded
with this report. The second manuscript describes our pilot implementation of the multi configurational pair density
functional theory (MCPDFT) approach, which serves as a computationally efficient way of incorporating dynamical
correlation effects on top of v2RDM-CASSCF computations. A preprint of this manuscript can be found on the
arXiv (https://arxiv.org/abs/1810.00753); this preprint is also included in the supplementary document uploaded
with this report. We are preparing a third manuscript detailing our implementation of the v2RDM-CASSCF method
that makes use of graphical processing units (GPUs). The GPU-driven implementation (using an NVIDIA Quadro
GP100 GPU) is as much as 3.8 times more efficient than the CPU-driven implementation (using 6 cores of an Intel
core i7-6830k processor). We have also presented our work at national chemistry conferences; for example, Pl
Eugene DePrince and graduate student Mohammad Mostafanejad each gave talks on research supported by this
STTR at the 256th national ACS meeting in Boston in August 2018.

Honors and Awards: DePrince: Openeye Outstanding Junior Faculty Award, COMP Division of the American
Chemical Society, 2017

DePrince: Emerging Young Investigator, Florida Local Section of the ACS, 2017

Protocol Activity Status:

Technology Transfer: Nothing to Report
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space two-electron reduced-density matrix (2-RDM). Like conventional approaches to CASSCF, variational 2-
RDM (v2RDM)-driven CASSCF captures nondynamical electron correlation in the active space, but it lacks a
description of the remaining dynamical correlation effects. Such effects can be modeled through a combination of
v2RDM-CASSCF and on-top pair-density functional theory (PDFT). The resulting approach provides an
inexpensive framework for describing both static and dynamical correlation effects in strongly correlated systems.
On-top pair-density functionals can be derived from familiar exchange-correlation (XC) functionals through the
translation of the v2RDM-CASSCF densities. On-top PDFT versions of several common XC functionals are
applied to the potential energy curves of N2, H20, and CN-, as well as to the singlet/triplet energy splittings in the
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Accomplishments:

The primary goal of the STTR was to develop an efficient two-electron reduced-density matrix
(2-RDM) based library for large-scale complete active space self-consistent field (CASSCF)
computations within the Q-Chem electronic structure package. We have succeeded in this goal.
As noted in the release log for Q-Chem 5.1 (http://www.g-chem.com/qchem-
website/releaselog_51.html), our variational 2-RDM (v2RDM) library is fully incorporated into
Q-Chem. The features of the publicly available version include:

¢ v2RDM and v2RDM-CASSCEF energy computations on closed- or open-shell systems,

e full use of abelian point group symmetry

eanalytic energy gradients for geometry optimizations and, in principle, ab initio molecular
dynamics simulations

euse of the density fitting (DF) approximation for the two-electron repulsion integrals (ERIs),
which greatly enhances the efficiency of the orbital optimization procedure and analytic
energy gradient evaluation

ecnforcement two-particle (PQG)! and partial three-particle (T1/T2)?> N-representability
conditions

ecompatibility with effective core potentials (ECPs) and implicit solvent models (i.e. the
polarizable continuum model, PCM)

eone-clectron properties, including multipole moments (up to molecular hexadecapoles),
atomic charge decomposision (Mulliken and Lowdin charges), natural bond orbital analysis,
natural orbitals and their occupation numbers

enatural orbital visualization through the IQMol molecular viewer

The section of the Q-Chem user manual relevant to the v2RDM library can be found at the end of
this report. Additional features that are nearly complete and will be advertised in future releases
include

e a graphical processing unit (GPU) accelerated algorithm for v2RDM-CASSCF
ea dynamical correlation model for v2ZRDM-CASSCEF based on the multiconfigurational pair-
density functional theory (MCPDFT)

The STTR has also produced two manuscripts detailing our implementation of (i) analytic
energy gradients within the DF approximation and (ii) v2RDM-CASSCF coupled to the MCPDFT
approach. These manuscripts were submitted in October 2018 and, as of the writing of this report,
are still under review. A third manuscript detailing our GPU-accelerated v2RDM algorithm is in
preparation.

The remainder of this section addresses the sub-aims of this STTR under the overarching software
development effort.

1. Enhancing computational efficiency of v2ZRDM-CASSCF through new algorithms that
exploit either (i) the advanced tensor library, libtensor,* (ii) parallel eigensolvers such as
ScaLAPACK or Elemental, or (iii) graphical processing units (GPUs).



A significant amount of effort was dedicated to improving the computational efficiency of
each component of the vV2RDM-CASSCF procedure. In order to understand the relative
performance of various implementations, we must first review the structure of the boundary-point
semidefinite programming (SDP) algorithm for the v2RDM problem, which is a two-step
procedure. In step 1, we update the dual solution to the SDP (y) by solving

AATy = A(c-z) +lu(b-A), (1

using the conjugate gradient (CG) method. Here, x represents the primal solution vector, y and z
represent dual solution vectors, ¢ represents a vector containing the one- and two-electron integrals
that define the quantum system, and A and b represent the constraint matrix and vector,
respectively. The symbol W represents a penalty parameter. The solution of Eq. 1 requires the
repeated evaluation of matrix-vector products of the form Au and ATu. The second step in the
optimization is a diagonalization/transformation step whereby the matrix

Ux)=ux+Aly-c (2)

is separated into positive and negative components via diagonalization to update the primal
solution (x), as well as a secondary dual vector (z). For v2RDM-driven CASSCF, we must also
consider an orbital optimization step, the cost of which is dominated by the transformation of the
two-electron repulsion integrals.

As part of Phase I, we developed a closed-shell boundary-point solver for the v2RDM
approach with two-particle (PQG) N-representability conditions using Q-Chem’s libtensor library,
and we demonstrated that the libtensor implementation was roughly three times more efficient than
our original hand-tuned (“loops”) code for solving Eq. 1 for large systems (with no point group
symmetry). One of our first goals in Phase II was to extend the applicability of the libtensor
implementation to open-shell systems and active-space computations required for v2RDM-
CASSCF. By the conclusion of month three, we had developed a libtensor implementation of the
v2RDM solver for both closed- and open-shell systems that enforced the PQG conditions. For
closed shells, the solver can enforce the PQG constraints for either spin-adapted and non-spin-
adapted reduced-density matrices. Unfortunately, once we had further optimized the “loops” code
and we considered the total time to solution for the algorithm as a whole, it became clear that the
hand-tuned code is superior in general. Nonetheless, we completed implementations of the T1 and
T2 partial three-particle N-representability conditions within libtensor as well.

We next began developing an implementation of v2ZRDM-CASSCEF that utilized graphical
processing units (GPUs) in each of steps described above. The majority of the work in solving
Eq. 1 reduces to level-1 BLAS functions (e.g. DCOPY, DAXPY, etc.) or other memory-bound
operations such as tensor transposes. GPUs can be used to accelerate such operations because the
memory bandwidth on a GPU is several times higher than on a modern CPU. For example, the
memory bandwidth on a NVIDIA Kepler K40c GPU is roughly 4.2 times higher than that of an
Intel Core 17-5930K CPU. On the other hand, the solution to the eigenvalue problem, surprisingly,
is more efficient when carried out on the CPU than on the GPU, provided that the diagonalization
routines employed are parallelized to make use of several computer cores or several matrices are
diagonalized in parallel.



We have developed a GPU-enabled v2RDM-CASSCEF solver in a development version of
Q-Chem (technically, the a prototype code is present in the 5.1 release, but it will not be advertised
until a future release). If a user wishes to exploit GPU hardware, they simply need to (i) have
access to a compute-oriented GPU (preferably at least as new as the Kepler generation of the
NVIDIA Tesla GPU line), (ii) compile the Q-Chem source code with a simple configure flag
(“CUDA”), and (iii) specify in the Q-Chem input file an option (“RDM_RUN_ON_GPU TRUE”).
Figure 1 illustrates the relative times required to carry out each major step of the v2RDM-CASSCF
procedure on a CPU (Intel core 17-6850k, six cores) and a GPU (NVIDIA GP100). The “dual
update” refers to the solution of Eq. 1 by the CG method, and the “primal update” refers to the
diagonalization/transformation step involving U(x) (Eq. 2). The systems on which we tested the
code are the singlet states of the linear polyacene series (in the cc-pVDZ basis set) with one to 12
fused benzene rings (k). The active space in each computation was comprised of 4k+2 n and 4k+2
n* orbitals. In the case of dodecacene (k=12), this corresponds to an active space of 50 electrons
in 50 orbitals.
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Figure 1. Relative times for various steps in the v2RDM-CASSCEF algorithm when executed on six cores
of a core 17-6850K CPU and an NVIDIA GP100 GPU.

First, it appears that the orbital optimization step requires essentially the same wall time
with and without the use of the GPU. Second, the solution to Eq. 1 is far more efficient on the
GPU than on the CPU; for large systems, we observe speedups approaching a factor of 14. Third,
the diagonalization transformation step (‘“update primal”) is only accelerated by, at most, a factor
of two. As mentioned above, the diagonalization of U(X) is, surprisingly, more efficiently
performed on the CPU than on the GPU. So, we transfer the data off of the GPU for this step and
copy it back onto the GPU once U(x) has been diagonalized (this step involves the only data motion
between CPU and GPU during the v2RDM-CASSCEF iterations). Most of the speedup observed



for this step can be traced to the transformation of the reduced density matrices from the eigenbasis
of U(x) back to the original basis, which is performed on the GPU. For the largest system
considered (dodecacene, 50 electrons in 50 orbitals), the entire V2RDM-CASSCF energy
optimization requires 3.17 hours, when the algorithm is executed on the CPU. When executed on
the GPU, this computation can be performed in only 55 minutes! So, we have demonstrated that
we can perform v2ZRDM-CASSCF computations on active spaces involving as many 50 electrons
in 50 orbitals in less than one hour; this result is possibly the greatest accomplishment of this
STTR.

We note that we had originally intended to explore the utility of parallel eigensolvers for
the diagonalization step such as ScaLAPACK or Elemental. However, we have since concluded
that, at least in the case that we are enforcing the PQG conditions, it is unlikely that we would
observe significant increases in the efficiency of this step. We are still considering the use of these
libraries for the case that we enforce the T1/T2 partial three-particle N-representability conditions.

2. Improving convergence in the boundary-point semidefinite solver for the v2RDM
problem.

We explored strategies to improve the convergence of the inner iterations of the boundary-
point SDP solver. In our present implementation, the inner iterations that update the dual solution
involve the solution of a system of equations (Eq. 1) by CG techniques. Our attempt at improving
the convergence involved the following changes to the algorithm:

(i)  Solve the linear system of equations using Jacobi iterations, rather than CG.

(i1)) Accelerate the solution of the Jacobi iterations using the direct inversion of the iterative
subspace (DIIS), as is routinely done in self-consistent field and coupled-cluster
computations.

We found that the Jacobi iterations are ill suited for this problem, as the matrix AAT is not
diagonally dominant. A modified Jacobi procedure in which one scales the diagonal elements of
AAT will converge in many cases, and the DIIS procedure does indeed significantly reduce the
number of Jacobi iterations required for convergence. However, for most cases, the performance
of the Jacobi+DIIS procedure is inferior to our existing CG machinery.

We also performed a series of benchmark tests to determine the optimal balance between
v2RDM and orbital optimization steps in vV2RDM-CASSCF. In standard CASSCF, a two-step
optimization strategy first fully converges the CI wave function describing the active space. In the
second step, a single orbital optimization step is performed with fixed CI coefficients. In two-step
v2RDM-CASSCF, we showed previously* that the total run time for the algorithm can be
significantly reduced by performing orbital optimization steps at regular intervals with
unconverged reduced density matrices. During this STTR, we explored how the number of orbital
optimization steps performed at a given time influences the total wall time for the optimization.
Figure 2 illustrates the ratio of the total v2ZRDM-CASSCF optimization time relative to the case
where the orbital optimization is performed every 500 v2RDM iterations, and the orbital
optimization involves only one optimization step.
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Figure 2. Relative total v2RDM-CASSCEF times for static and dynamic orbital optimization schedules. See
text for details.

The label “500-X” indicates that the orbital optimization is called every 500 v2RDM iterations,
and the orbital optimization can take a maximum of X steps. The label “dyn-X" indicates that the
v2RDM and orbital optimization criteria are updated dynamically throughout the computation, and
that the orbital optimization is allowed to take a maximum of X steps. We can draw two
conclusions from these data. First, for static the optimization schedule (“500-X”), the
computations are universally more efficient if the orbital optimizer is allowed to take more than
one step at a time. Second, the dynamic update scheme we have developed appears to be slightly
more efficient overall than the static scheme for a maximum number of orbital optimization steps
of five or 10. Upon reviewing these results, we have determined the algorithm should employ the
dynamic scheme with a maximum of 10 orbital optimization steps at each time the orbital
optimizer is called.

3. Fully integrating the library with Q-Chem so as to have access to its rich set of existing
features. The library should also be compatible with the IQmol molecular visualizer.

As mentioned above, the v2RDM library is fully integrated into Q-Chem. Single-point
energy computations and geometry optimizations can be set up using the standard text interface
for Q-Chem. The user can choose to enforce a variety of N-representability conditions, including
the two-particle (PQG) conditions of Garrod and Percus and the partial three-particle conditions
known as the T1 and T2 conditions. The user can choose one of three algorithms for the v2ZRDM
optimization based on (i) a hand-tuned “loop”-based code, (ii) the tensor library, libtensor, or (iii)
a hand-tuned GPU-accelerated algorithm. Of the CPU-based codes, the hand-tuned algorithm is
the more efficient and flexible and thus the default choice. Active space selection for v2ZRDM-
CASSCEF according is straightforward and can be done according to the symmetry of the orbitals.
Effective core potentials can be easily incorporated into computations on heavy elements, as with
any other method in Q-Chem, and the polarizable continuum model can be used within the “non-



equilibrium” mode. As shown in Figure 3, the natural orbitals from a v2RDM-CASSCF
computation can be visualized using the IQMol molecular viewer.
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Figure 3. The highest occupied natural orbital for H2O described at the full-valence v2RDM-CASSCF/6-31G level
of theory, as visualized in IQMol.

4. Enhancing the capabilities of the software, including analytic energy gradient evaluation
for v2RDM-CASSCF, methods to model excited states, and models for dynamical
correlation effects on top of v2ZRDM-CASSCEF.

With the core functionality for v2RDM-CASSCF in place, we were able to explore
additional capabilities for the library. We have developed an analytic energy gradient
implementation that makes use of the DF approximation to the ERIs. The DF approximation
dramatically reduces the floating-point cost and storage requirements for analytic energy gradients
from v2RDM-CASSCF. We have submitted a manuscript describing our implementation which
is currently under review. In that work, we benchmarked the quality of v2ZRDM-CASSCF
equilibrium geometries and harmonic vibrational frequencies for a set of 25 open- and closed-shell
molecules. The second derivatives required for the frequency analysis were obtained from finite
differences of analytic energy gradients. We also explored the applicability of the v2RDM-
CASSCEF analytic gradient implementation to large molecular systems by computing equilibrium
geometries and singlet/triplet energy gaps for the linear polyacene series up to dodecacene, which
consists of 12 fused benzene rings. Using an active space comprised of 4k+2 m and 4k+2 n*
orbitals, where k represents the number of fused benzene rings, the dodecacene computation



involves an active space of 50 electrons in 50 orbitals, which is far larger than that which could be
treated using a conventional, full CI-based CASSCF algorithm.

We also developed a dynamical correlation correction to the v2ZRDM-CASSCF energy.
CASSCEF and related active-space-based methods are typically employed to describe strong or
nondynamical correlation effects that are difficult to capture using standard single-reference
approaches, such as coupled-cluster (CC) theory or density functional theory (DFT). However,
active-space methods do not capture important dynamical correlation effects that are in general
well-described by CC and DFT. A number of dynamical correlation corrections for CASSCF-type
methods have been proposed in the literature to date, and many of these methods (e.g. those based
on multireference perturbation theory [CASPT2]) require the storage and manipulation of high-
order density matrices. The multiconfigurational pair-density functional theory (MCPDFT)
approach, on the other hand, is substantially simpler in that it represents the dynamical correlation
energy as a functional of the on-top pair density, which is simply the diagonal of the 2-RDM in its
real-space representation. We have explored this MCPDFT-based strategy due to the conceptual
and computational simplicity of the approach.

In the approach to MCPDEFT outlined in Ref. 5, the on-top pair density functional is
approximated by a standard functional of the spin density and gradient of the spin density; the
input spin density and gradient are “translated” versions of these quantities that incorporate
knowledge of the on-top pair density. In this way, given a translated spin density and gradient,
one can in principle apply MCPDFT using any number of standard density functionals. Reference
6 describes a slightly more complicated “fully translated” version of the approach that retains the
simplicity of the procedure proposed in Ref. 5. We developed a pilot version of the MCPDFT
approach that employs RDMs from v2RDM-CASSCEF as a plugin to the Psi4 package. More
recently, we have ported this code to a development version of Q-Chem. We have generalized the
interface between our MCPDFT code and Q-Chem so that MCPDFT can be combined with any
multiconfigurational method, not just the v2RDM-CASSCF approach. Potential underlying
methods of interest implemented in Q-Chem include complete active space adaptive sampling
configuration interaction, nonorthogonal configuration interaction, spin-flip DFT, spin-flip
equation-of-motion coupled cluster methods, and restricted active space spin flip methods.

We have submitted a manuscript describing our pilot MCPDFT implementation and
exploring its accuracy for some common multireference problems. As an example, Fig. 4
illustrates the potential energy curve for the dissociation of molecular nitrogen in the cc-pVTZ
basis set. The v2RDM-CASSCF and reference CASPT2 results employed a (6e, 60) active space.
Also included in this figure are v2RDM-CASSCF + MCPDFT results for the translated PBE,
SVWN, and BLYP functionals (denoted tPBE, tSVWN, and tBLYP, respectively). We can draw
several conclusions from these data. First, none of the PDFT methods yield the correct dissociation
limit, and these limits vary wildly depending on the choice of functional. Nonetheless, the shapes
of each potential energy curve are reasonable. In this case, the best performing functional is tPBE,
which slightly overestimates the dynamical correlation effects absent in the vV2RDM-CASSCF
energy. Figure 5 illustrates the potential energy curves for the same system using the “fully
translated” functionals [5] (denoted by “ft”). We see here that the fully translated variants of each
functional yield curves of essentially the same shape as the translated variants, but the total
energies in all cases are slightly lower. It appears that, for this system, full translation does not do



much to improve the quality of any of the curves, and thus the translated PBE functional provides
the best results overall, relative to the CASPT?2 reference.
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Figure 4. Potential energy curves for the dissociation of molecular nitrogen in the cc-pVTZ basis set. PDFT
computations employed “translated” functionals [5].
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Figure 5. Potential energy curves for the dissociation of molecular nitrogen in the cc-pVTZ basis set. PDFT
computations employed “fully translated” functionals [6].

Regarding excited-state computations, we originally intended to port a previously
developed’ implementation of the extended random phase approximation (ERPA)® to Q-Chem for
computing excitations out of v2RDM-CASSCF ground states. However, the ERPA appears to be



somewhat less reliable for computing excited states than we anticipated, and further theoretical
developments outside the scope of this STTR are required before a useful, production-level ERPA-
based excited-state module can be developed.
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remaining geminals are:

Geminal 10 E = -1.342609
0.99128 -0.12578 -0.03563 -0.01149 -0.01133 -0.00398

Geminal 11 E = -0.757086
0.96142 -0.17446 -0.16872 -0.12414 -0.03187 -0.01227 -0.01204 -0.00435 -0.00416 -0.00098

Mulliken population analysis shows that geminal 10 is delocalized between Sc and H, indicating a bond. It is moder-
ately correlated, with second expansion coefficient of a magnitude 0.126. The geminal of highest energy is localized
on Sc. It represents 4s2 electrons and describes their excitation into 3d orbitals. Presence of three large expansion
coefficients show that this effect cannot be described within GVB framework. '

6.16.2 Perturbative Corrections

The SSG description of molecular electronic structure can be improved by perturbative description of missing inter-
geminal correlation effects. We have implemented Epstein-Nesbet form of perturbation theory?’’3 that permits a
balanced description of one- and two-electron contributions to excited states’ energies in SSG model. This form of
perturbation theory is especially accurate for calculation of weak intermolecular forces. Also, two-electron [i], 51]
integrals are included in the reference Hamiltonian in addition to intra-geminal [ij,ij] integrals that are needed for
reference wave function to be an eigenfunction of the reference Hamiltonian. %

All perturbative contributions to the SSG(EN2) energy (second-order Epstein-Nesbet perturbation theory of SSG wave
function) are analyzed in terms of largest numerators, smallest denominators, and total energy contributions by the
type of excitation. All excited states are subdivided into dispersion-like with correlated excitation within one geminal
coupled to the excitation within another geminal, single, and double electron charge transfer. This analysis permits
careful assessment of the quality of SSG reference wave function. Formally, the SSG(EN2) correction can be applied
both to RSSG and USSG wave functions. Experience shows that molecules with broken or nearly broken bonds may
have divergent RSSG(EN2) corrections. USSG(EN2) theory is balanced, with largest perturbative corrections to the
wave function rarely exceeding 0.1 in magnitude.

SSG

Controls the calculation of the SSG wave function.
TYPE:

INTEGER
DEFAULT:

0

OPTIONS:
0 Do not compute the SSG wave function

1 Do compute the SSG wave function
RECOMMENDATION:

See also the UNRESTRICTED and DIIS_SUBSPACE_SIZE $rem variables.

6.17 Variational Two-Electron Reduced-Density-Matrix Methods

6.17.1 Introduction

The methods described in this section involve the direct variational optimization of the two-electron reduced-density
matrix (2-RDM, 2D), subject to necessary ensemble N-representability conditions. >*-%3433-7185 Such conditions place
restrictions on the 2-RDM in order to ensure that it is derivable from an antisymmetrized N-electron wavefunction. In
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the limit that the NV-representability of the 2-RDM is exactly enforced, the variational 2-RDM (v2RDM) approach is
equivalent to full configuration interaction (CI). Such computations are, in general, computationally infeasible, so the
v2RDM optimization is typically carried out under a subset of two- or three-particle conditions. When only partially
enforcing N -representability, the v2RDM approach yields a lower bound to the full CI energy.

In Q-Chem, all v2RDM optimizations are carried out under the following conditions:

* the 2-RDM is positive semidefinite

* the one-electron reduced-density matrix (1-RDM) is positive semidefinite

» the trace of the 2-RDM is equal to the number of pairs of electrons, N(N ¥ 1)

* each spin block of the 2-RDM properly contracts to the appropriate spin block of the 1-RDM

« the expectation value of Mg is 3(Na ¥ Ng) (the maximal spin projection)

Additionally, an optional spin constraint can be placed on the 2-RDM such that "S%# = S(S + 1), where the S is
the spin quantum number. Note that this constraint on the expectation value of 52 does not strictly guarantee that
the 2-RDM corresponds to an eigenfunction of 52, Without additional constraints, a v2RDM optimization would
yield poor-quality 2-RDMs with energies far below those of full CI. Reasonable results require, at a minimum, that
one enforce the positivity of additional pair-probability density matrices, including the two-hole reduced-density ma-
trix (?Q) and the particle-hole reduced-density matrix (*G). The positivity of 2D, ?Q, and 2G constitute the DQG
constraints of Garrod and Percus.*> For many systems, the DQG constraints yield a reasonable description of the elec-
tronic structure. However, if high accuracy is desired, it is sometimes necessary to consider constraints on higher-order
reduced-density matrices (e.g. the three-electron reduced-density matrix [3-RDM]). In Q-Chem, v2RDM optimiza-
tions can be performed under the T1 and T2 partial three-particle conditions,”®!' which do not explicitly depend
upon the 3-RDM. The positivity conditions imposed in v2RDM computations are controlled through the $rem keyword
RDM_POSITIVITY.

The main utility of the v2RDM approach is in the context of active-space-based descriptions of strong or nondynamical
correlation. The most common active-space-based approach for strong correlation is the compete active space self-
consistent field (CASSCF) method. By performing a v2RDM computation within an active space and coupling v2ZRDM
to an orbital optimization procedure, one can achieve a vV2RDM-driven CASSCF procedure *>3%% that provides a lower
bound the conventional CI-based CASSCF energy. Because the v2RDM-CASSCF method scales polynomially with
respect to the number of active orbitals, v2ZRDM-CASSCEF can handle much larger active spaces (e.g., 50 electrons in
50 orbitals) compared to CI-CASSCEF (e.g., 18 electrons in 18 orbitals).

The current v2RDM and v2RDM-CASSCF implementations can make use of the density fitting (DF) approximation
to the two-electron integrals. The use of DF integrals is particularly advantageous for v2RDM-CASSCF computations
with large active spaces because of the increased efficiency in the orbital optimization/integral transformation step.
The use of DF integrals is triggered by using the $rem keyword AUX_BASIS. Analytic gradients are only available
for DF integrals and are not available when frozen molecular orbitals are requested. Specification of the active space
is demonstrated in the examples below. Additionally, a GPU-accelerated implementation of v2RDM and v2RDM-
CASSCF employing the DQG conditions is available.

6.17.2 Theory

The electronic energy is an exact functional of the 1-RDM and 2-RDM

1
E=g > 2D (prigs) + Y ' Dlhy,, (6.48)
p

qrs pq

where the 1-RDM (' D) and 2-RDM are represented in a given spin-orbital basis indexed by p, g, 7, and s. The one-hole
RDM (1Q), 2Q, 2G, and partial three-particle RDMs (T'1 and T2) are linear functions of 'D and 2D.*?> Minimizing
the electronic energy with respect to 2D while enforcing the linear relations among these RDMs, the contraction and






































































































